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ABSTRACT: Lightning is frequently initiated within the convective regions of thunderstorms, and so flash rates tend to
follow trends in updraft speed and volume. It has been suggested that lightning production is linked to the turbulent flow
generated by updrafts as turbulent eddies organize charged hydrometeors into complex charge structures. These complex
charge structures consist of local regions of increased charge magnitudes between which flash-initiating electric fields may
be generated. How turbulent kinematics influences lightning production, however, remains unclear. In this study, lightning
flashes produced in a multicell and two supercell storms simulated using The Collaborative Model for Multiscale Atmo-
spheric Simulation (COMMAS) were examined to identify the kinematic flow structures within which they occurred. By
relating the structures of updrafts to thermals, initiated lightning flashes were expected to be located where the rate of
strain and rotational flow are equal, or between updraft and eddy flow features. Results showed that the average lightning
flash is initiated in kinematic flow structures dominated by vortical flow patterns, similar to those of thermals, and the struc-
tures’ kinematics are characterized by horizontal vorticity and vertical shearing. These kinematic features were common
across all cases and demonstrated that where flash-initiating electric fields are generated is along the periphery of updrafts
where turbulent eddies are produced. Careful consideration of flow structures near initiated flashes is consistent with those
of thermals rising through a storm.

KEYWORDS: Eddies; Updrafts/downdrafts; Vertical motion; Lightning; Atmospheric electricity; Convective storms;
Storm environments; Vorticity; Cloud resolving models

1. Background

The electrification of thunderstorms has been studied
extensively in past work (Wilson 1921; Simpson and Scrase
1937; Reynolds et al. 1957; Takahashi 1978; Williams 1985;
Saunders and Peck 1998). The dynamics of a storm’s updraft
facilitates the growth of hydrometeor species (e.g., graupel,
ice, and hail), as water vapor is ingested and moved upward
into a storm (Takahashi 1978; Saunders and Peck 1998;
Saunders 2008). The rate of growth, collisional frequency, and
number concentrations of ice hydrometeors, namely, graupel
and ice, is dependent on the surrounding cloud temperature,
and liquid water and water vapor content, which determines
the rate of charge they acquire within a deep mixed phase
region above altitudes whose temperature is less than 08C
(Takahashi 1978; Mitzeva et al. 2005). It is through these pro-
cesses that a graupel–ice collisional noninductive charging
mechanism (NIC) was identified as the primary means by
which a storm is electrified (Takahashi 1978; Saunders 2008).

The NIC is important in establishing a storm’s electrical
charge structure because where hydrometeors accumulate in
a storm defines the largest charge regions (Williams 1985;
Stolzenburg et al. 1998). A storm’s charge structure is usually
defined as a tripole that consists of an upper positive, midlevel
negative, and lower positive charge regions (Williams 1985).
The tripole structure was defined from electric field measure-
ments taken from thunderstorms, and determines the struc-
ture of the electric potential that is formed by accumulations
of charged hydrometeors driven by a storm’s flow and gravita-
tional forces (i.e., vertical shearing and differential sedimenta-
tion; Williams and Lhermitte 1983).

However, recent studies have shown that the actual charge
structure of a storm is more complex, in that it cannot be eas-
ily defined by a set number of charge layers (Stolzenburg et al.
1998; Calhoun et al. 2013; Brothers et al. 2018). Unlike the tri-
pole depiction, which is defined by the electric potential,
which smooths the distribution of charge within a storm
(Bruning and MacGorman 2013), complex charge structures
are defined in terms of the charge densities, and so their spa-
tial variability is retained (Brothers et al. 2018). These charge
structures were found to vary in complexity across the turbu-
lent-convective to shear-driven-anvil regions of storms, and so
it was suggested that their formation is defined by changes in
the complexity of a storm’s kinematic structure (Brothers et al.
2018).

How a storm’s charge structure is defined is crucial for stud-
ies investigating how and why lightning is initiated (Rison
et al. 2016; Iudin 2017), as how the electric fields supporting
electrical breakdown are generated remains unknown
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(Rakov and Uman 2003). Under a tripole depiction, the elec-
tric potential overgeneralizes how charge is structured, and so
identification of the electric fields that initiate the smallest
flashes [i.e., hundreds of meters in length; Bruning and
Thomas 2015)] within storms is not possible (Bruning and
MacGorman 2013). Therefore, it has been suggested that the
complex charge structures composed of much smaller charge
regions are responsible for the generation of the spatially con-
fined breakdown electric fields needed to initiate a lightning
flash (Bruning and MacGorman 2013; Rison et al. 2016;
Brothers et al. 2018).

In the present study, we seek to examine storm kinematics
and kinematic flow structures within which lightning is initi-
ated. Identification of flow structures in which lightning is ini-
tiated provides insight as to how storm kinematics may drive
local hydrometeor growth, accumulations, and charging pro-
cesses that are responsible for generating flash-initiating elec-
tric fields. Because it has been suggested that turbulence and
lightning flash rates and sizes are directly related (Bruning
and MacGorman 2013), and that the temporal changes in
flash rates and sizes occur as consequence of similar changes
in a storm’s fluid dynamics as a storm evolves and intensifies
in time (i.e., updraft volume; Deierling and Petersen 2008;
Mecikalski et al. 2015; Schultz et al. 2015), we anticipate that
most lightning flashes initiate in regions of a storm with simi-
lar turbulent eddy kinematic flow structures. Moreover, these
eddy flow structures will depict the kinematics found along
the periphery, or edge, of an updrafts maximum ascent rate,
where turbulent eddies are generated (Bryan et al. 2003) and
flashes are frequently initiated (DiGangi et al. 2016). We
expect that because an updraft’s maximum rate of ascent is
transient—in that the ascent rate is pulse-like due to a tran-
sient source of positive buoyancy (Romps and Charn 2015;
Hernandez-Deckers and Sherwood 2016; Morrison and Peters
2018; Peters et al. 2019)—that the initiation of lightning
flashes track its ascent through the storm, and occurs where
the formation of turbulent eddies is favored along its periph-
ery. This is consistent with past works, which have suggested
that lightning activity ascends as a “lightning-bubble” in
storms (Ushio et al. 2003), and at a similar rate as the updraft
(MacGorman et al. 2017).

We make use of The Collaborative Model for Multiscale
Atmospheric Simulation (COMMAS) (Wicker andWilhelmson
1995) to simulate lightning flashes within thunderstorms to
examine the dynamics within which flashes are initiated. Fur-
thermore, we extend our reach to thermal dynamics to seek
how to interpret the flow structures in which lightning is initi-
ated. By making use of thermal dynamics, and because high
flash rates and flash extent densities are generally found
around the updraft, we anticipate that the structure of storm
kinematics surrounding a flash initiation resembles that of
the large eddies generated along the periphery of a thermal
bubble (Damiani et al. 2006; Morrison and Peters 2018;
Peters et al. 2019) as illustrated in Fig. 1 and for an idealized
thermal in Fig. 2, where lightning is initiated between the
strain and rotation dominant flow features that define them.
A thermal bubble is defined as the ascent of transient bubbles
of positively buoyant air (i.e., updraft) whose structure is

defined by a thermal head, exterior toroidal circulations
(i.e., large eddies), and thermal tail (Fig. 1). If such a common
flow structure is identified for the average flash initiation,
then we suggest this provides a clue by which future work
may perform a more focused examination of how an
updraft’s generated eddies control the growth of ice hydro-
meteors that form the locally compact charge regions that
have been speculated to generate the electric fields needed to
initiate the smallest most frequent flashes.

2. Model used, cases, and simulated lightning

a. Model overview

The National Severe Storms Laboratory’s (NSSL) COMMAS
was employed as it couples storm kinematics and microphysics
to graupel-ice collisional noninductive and graupel–droplet
inductive charging parameterizations for storm electrification
(Mansell et al. 2005). A charge tendency equation, coupled
to the charge budget in each category of hydrometeor, then
accounts for charge advection, sedimentation, turbulent dif-
fusion, ion drift, and lightning charge deposition contribu-
tions (Mansell et al. 2005). Simulated lightning flashes are
initiated within a storm where the electric field achieves the
relativistic runaway breakdown electric field threshold
(RRBE) (Mansell et al. 2002, 2005; Dwyer 2005; Mansell et al.

FIG. 1. Illustration of the structure of an updraft as defined by a
thermal bubble. Thermal bubble structure is inspired by Fig. 3 in
Morrison and Peters (2018), where the updraft may be defined by a
thermal head, toroidal circulations (i.e., large eddies), and thermal
tail since it does not have a continuous source of positive buoyancy.
Flash initiation locations are shown between the updraft and eddy
flow features, or between strain and rotation dominant flow.
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2010; Marshall et al. 2005). RRBE is used in the model only
as a reference to permit the initiation of lightning in simu-
lated storms, and does not suggest it to be the mechanism by
which actual lightning flashes are initiated.

b. Case selection

The selected storms included a multicell and two supercell
cases. These cases were chosen to sample the kinematics
across different storm modes, and storms of varying updraft
intensities, to ensure that the diagnosis of storm kinematics
was consistent regardless of storm type. Table 1 summarizes
each case’s initialization parameters and specifications.

The three storms were simulated on domains with a uniform
grid spacing of 125 m in all directions to allow the largest scale
eddies to be resolved (Bryan et al. 2003), and with output time
intervals every 300 s. Choice of a high spatial resolution
required a coarser output time interval due to computational
and storage limitations of our computing resources. However,
all lightning flashes initiated within each storm were reported at
their exact initiation times between model output times.

The first case (herein WK82) was simulated using the ideal-
ized Weisman and Klemp (1982) supercell with a mixed-layer
convective available potential energy (CAPE) of 3132 J kg21

and 0–6-km shear of 36 m s21. WK82 produced a total of 6903
flashes in a duration of 50 min when the simulation was ended.

The second case (herein SL16) was simulated using a bal-
loon-borne sounding collected for a splitting supercell storm
that occurred on 22 May 2016 over the town of Slaton, Texas,
and had a CAPE of 5237 J kg21 and 0–6-km shear of
23 m s21. SL16 produced a total of 6280 flashes in 140 min
when the simulation was ended; however, only a subset of
2878 flashes that were initiated in the right-moving cell of the
storm are used as the right-moving cell maintained convection
until the simulation was stopped.

The third case (herein RP15) was simulated using a balloon-
borne sounding collected for a multicell storm that occurred
over the town of Ropesville, Texas, on 10 July 2015, and had a
CAPE of 1881 J kg21 and 0–6-km shear of 15 m s21. RP15
was a much weaker storm, and produced 320 flashes during a
120-min period before the simulated storm dissipated.

For the nonidealized SL16 and RP15 cases, the shapes of
the total flash rates of the simulated storms were compared to
those of their real storm counterparts and were found to
match; however, differences in the peak flash rates were noted
(not shown). For both SL16 and RP15, the peak flash rates
differed from those derived from lighting mapping array
(LMA) data by a factor of 2 and 5, respectively (not shown).
These differences between simulated and observed flash rates
were expected as a result of the model’s idealized charging
parameterizations that are sensitive to model specifications
that include the grid spacing and the warm bubble initializa-
tion parameter (Brothers et al. 2018). However, that the gen-
eral shapes of the flash rates were similar implies that similar
electrification rates are also being captured by the simulated
storms, and so we do not need the total number of flashes
they produced to be exact.

c. Simulated lightning

Simulated lightning flash channel information was saved
as collections of channel nodes. Channel nodes record the
step-by-step propagation of lightning electrical breakdown
(Mansell et al. 2002), and can be used to reconstruct the
geometry of a lightning flash. The pre- and post-flash net
charge densities are also saved at each flash point, along with
the pre-flash electric potential. Bulk characteristics such as
dipole moment and energy change are also calculated, but are
not used in this study. Rather, we use the first channel node for
each flash to identify each initiation location on the model grid.

All locations of flash initiation were grouped in relation to
the model output time at which they were initiated, which was
reported every 300 s. In other words, flashes initiating from

FIG. 2. Illustration of a Hills-type vortex, or ideal thermal bubble
(Romps and Charn 2015; Morrison and Peters 2018), defined by a
radius a = 1.16 km. Velocity components are defined by u = U[1 2

(a3/r3)cos(u)] and y = 2U[1 2 (a3/2r3)sin(u)] anywhere outside the
bubble, and u = 2(3/2)U[1 2 (r2/a2)cos(u)] and y = (3/2)U[1 2

(2r2/a2)sin(u)] inside the bubble, whereU is the constant velocity of
the bubble and is set to U = 2 m s21, r represents the radial coordi-
nates in the domain, and u is each coordinates azimuth from the
origin (0, 0). Black lines are defined by the streamfunction of
the velocity components S = (1/2)U[1 2 (a3/r2)r2 cos(u)2] outside
the bubble, and S = (1/2)U[1 2 (r2/a2)r2 cos(u)2] within it, and the
red and blue color are the difference between strain and rotation
tensor norms of the velocity gradient of u and y. Note that values
of a and Umay be selected at random as the general appearance of
the flow structure remains the same.

TABLE 1. Summary of initialization specifications: WK82 and
RP15 follow Brothers et al. (2018).

Specification WK82 SL16 RP15

Domain size (km) 60 3 60 60 3 40 40 3 40
Duration (min) 70 155 90
Temperature perturbation (K) 2 2 2
Warm bubble radius (km) 10 10 8
Mixed-layer CAPE (J kg21) 3132 5237 1881
0–6-km shear (m s21) 36 23 15
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the beginning to end of a single model output time were
assigned a unique group identifier, or group index. Thus,
there was the same number of initiation groups as there are
output times so as to examine the initiation locations with
respect to their corresponding storm environments.

3. Experimental design

a. Computing storm generated flow

To isolate the storm generated flow v from that of the envi-
ronment as defined by the initial sounding, the environmental
wind profile ve (homogenous at each vertical level) was sub-
tracted from the wind at each model vertical column vm for all
model output times, where the subscripts e and m denote the
environmental and model velocities:

v � vm 2 ve · (1)

b. Initiation locations, local volume subsetting, and
term selection

Flash initiation locations were used to define cubic-volume
(herein initiation volume) subsets of the storm environment

surrounding them (Fig. 3a). Initiation volumes were 53.6 km3

and centered at each initiation location. Their width of 3.75
km (or 30 grid boxes) is the same size scale as observed
updraft thermals (Damiani et al. 2006, 3–5 km). We use these
subsets to identify the flow structures without having to con-
sider the entire storm domain, thus saving on computational
and storage expense, while still allowing us to look for the
charge regions and large electric fields we expect near the ini-
tiation locations. These initiation volumes were used to record
the storm electrostatic and kinematic terms used in this study
(Table 2).

Furthermore, due to the large number of flashes produced
in the entire domain for WK82, only 2032 flashes were consid-
ered as a consequence of storage and computational limita-
tions. This subset considered every third flash in the entire
flash population, and ensured that the initiation times of all
flashes spanned the entirety of the simulation duration.

For the present study, the net charge tendency rt, electric
field magnitude Ebg, electric potential fbg, storm velocity v,
and velocity gradient =v were retrieved within each initiation
volume, and at each initiation location and corresponding
model output time on the storm domain, where subscripts
t and bg imply the net charge tendency (total of all contribu-
tors) and storm background (or full-state), respectively. Note,
the electrostatic terms used are representative of an environ-
ment after all flashes have terminated between model output
times, and so their magnitudes will not be on the order of
electrical breakdown used in the simulation. Rather, magni-
tudes of the electric potential, charge tendency, and conse-
quently the electric field, will be lower as they were largely
depleted by flash activity. In addition, fbg is expected to be
small (i.e., close to zero) at the initiation locations compared
to the extrema within the charge regions.

c. Perturbations and planar composite retrieval for
analysis terms

The terms summarized in Table 2 were collected in reference
to the exact locations of each flash initiation and within their ini-
tiation-volume subsets. Storm full state and perturbations were
then retrieved and computed for selected terms, respectively.
Full-state terms were unmodified terms within each initiation
volume, and included all terms in Table 2. Perturbation terms
were calculated by subtracting the average base state C within
the initiation volume from the full stateC (Fig. 3b):

C′ � C2C, (2)

FIG. 3. Schematic of model grid term (a) base state, (b) perturba-
tion retrieval, and (c) composites for each (x–y, x–z, and y–z) pla-
nar dimension, and decomposition of initiation volume kinematics
into velocity gradient and strain and rotation components. TheC is
a placeholder variable and designates any term found within a local
cubic volume around each initiation location on the model grid.
For (b) C represents the full storm term (unperturbed state), C is
the average within the local cubic volume, C′ is the perturbation
(local) scale, andN is the number of grid cells within the local volume
by which the mean is computed, where N = 27000 grid cells. For the
composite flowC∗

i,j, the average flow along each planar dimension i, j
is averaged for all flashes m to recover the average flow surrounding
each initiation location,m = 1 is the first flash index.

TABLE 2. Selected analysis terms.

Term (unit) Symbol

Charge tendency (C m23 min21) rt
Electric field magnitude (V m21) Ebg

Electric potential (V) fbg

Storm velocity (m s21) v
Storm velocity perturbations (m s21) v′
Velocity gradient (s21) =v
Perturbation velocity gradient (s21) =v′
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where the term C is a placeholder for the any term in Table 2.
However, for this study, only the perturbation v′ was com-
puted and used to find its velocity gradient to depict the local
kinematic structures and not that of the base-state flow.

Flow structures were identified by computing flow compo-
sites (Fig. 3c). The composite of a term C∗

i,j was found by
averaging it along each direction of an initiation volume, and
for all flashes in a single case:

C∗
i,j �

∑M
m�1

∑N
kÞi, j

Cm,i,j,k

/
N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
/
M � ∑M

m�1
Cm,i,j

/
M, (3)

where N is the number of grid cells in the local cubic volume,
m is the flash number, and M are the number of flashes for a
selected case. The subscripts i, j in Eq. (3) represent the two
dimensions that are averaged along k, where in this instance
i, j can be replaced by (i, j), (i, k), or (j, k), depicting the aver-
ages along those axes.

d. Storm kinematics and velocity gradient

The kinematics of a storm are defined by the velocity gradi-
ent tensor =v, and decomposed into its symmetric rate of
strain S and rotationV tensor components:

$v � S1V, (4)

and was used to quantify and diagnose the appearance of the
flow structures within which lightning was initiated. Quantifica-
tion of flow structures is possible by decomposing S and V into
their respective components of shearing, vorticity, stretching,
and divergence (Okubo 1970; Schielicke et al. 2016):

S � 1
2

2ux uy 1yx( ) uz 1wx( )
yx 1uy( ) 2yy yz 1wy( )
wx 1 uz( ) wy 1yz( ) 2wz

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (5)

X � 1
2

0 yx 2uy( ) uz 2wx( )
2 yx 2 uy( ) 0 yz 2wy( )
2 uz 2wx( ) 2 yz 2wy( ) 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ · (6)

The subscripts in both Eqs. (5) and (6) signify the direction
of differentiation, and variables u, y, and w are the velocity
vector components. With this information, it was possible to
identify the exact kinematics that formed the structure of the
flow, and allowed for examining whether similar kinematics
were common across all cases.

e. Flow-type summarization and flow structure identification

The velocity gradient tensor components, Eqs. (5) and
(6), were used to identify the dominant flow regime within
which the average flash is initiated. By computing the ten-
sor norms of the strain S and rotation V tensors, it was
possible to diagnose whether flashes typically initiate
within strain or rotation dominant flow, or where their
magnitudes were equal, which implies a region between
vortical and strained flow structures.

The tensor norms are computed by taking the square root
of the trace of each tensor multiplied by its transpose, giving
the following result (Schielicke et al. 2016):

‖S‖ �
������������������������������������������������������
S11
2

( )2
1

S22
2

( )2
1

S33
2

( )2
1S212 1S213 1 S223

√
, (7)

‖X‖ �
����������������������
V2

12 1V2
13 1V2

23

√
, (8)

where subscripts denote the tensor component along a row
and column index. For example S12 signifies the first row and
second column of the strain tensor matrix. Equations (7) and
(8) were used to identify the dominant flow regime by sub-
tracting ‖S‖ by ‖V‖:

‖S‖2 ‖X‖ �
Strain dominant . 0
Pure shear ≈ 0
Rotation dominant , 0:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ (9)

If a flash was initiated where ‖S‖ 2 ‖V‖ is either .0 or ,0,
then its location is embedded within strain or rotational flow,
respectively. Otherwise, if ‖S‖ 2 ‖V‖ ≈ 0, then a flash is initi-
ated in an interstitial region between strong strain and rota-
tional flow, where fluctuations of ‖S‖ and ‖V‖ are small, and
when averaged, will be the same [Eq. (9)].

Use of Eq. (9), in conjunction with Eq. (4), allows for both
identification of the dominant components responsible for
forming any and all kinematic structures, while also making
their appearance comparable to those of thermal bubbles by
identifying the dominant strain and rotation flow regimes at
each initiation location and within their volume subsets (Fig. 1).

f. Initiation and output time offsets and subsetting

After carefully checking the conventions used to mark flash
and model output times, flashes were tagged with a time offset
with respect to the closest model output time (Fig. 4). We
remind the reader here that each output time interval depicts
the storm 300 s after it is written, or after all flashes have ter-
minated in that time step.

Flashes occurring before a model output time, with Dt , 0,
are associated with the model state as it evolved after the
flash, and are termed pre-output flashes. A rising thermal
bubble should appear above the flash initiation positions in
these composites. For flashes 260 , Dt , 0 s, a rising thermal
bubble would be closer to the initiation position than for
those more than 60 s prior. This is because the model output
corresponds to flashes initiating at times closest to the repre-
sentative storm environment at that time.

Flashes occurring after a model output time, with Dt . 0,
are associated with the model state prior to the flash, and are
termed post-output flashes. A rising thermal bubble should
appear below the flash initiation positions in these compo-
sites. For flashes 0 , Dt , 60 s, the thermal bubble would be
closer to the initiation position.

For each case, the closest 45 flashes on either side of each
model output time were selected to increase the number of
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samples in both pre- and post-output subsets. The total number
of flashes is summarized in the first row of Table 3. The popula-
tion of 45 flashes was further subdivided into flashes within 60 s
on either side of the model output time, and the pre- and post-
output flash counts within 60 s are summarized in the other two
rows of Table 3. The choice of using 45 flashes to subset each
model output time’s flash populations was arbitrary, but did
confirm that all flashes that were initiated within a minute of
each output time were considered while also allowing for con-
sideration of flashes initiating Dt. 60 s from the output time.

Inclusion of flashes initiating Dt . 60 s . Dt was important
in assessing the effect of flash-relative output lag on the accu-
racy of the kinematic composites and to check for motion
consistent with a rising thermal bubble, the composites were
calculated for the pre- and post-flash populations with Dt both
greater than and less than 60 s.

4. Summary of analysis methods

a. Initiation kinematics analysis

Storm kinematics were examined at the exact flash initiation
locations for each storm, and compared to the electrostatic
terms rt, Ebg, and fbg. These terms were retrieved only at the
model grid point that a flash was initiated and do not consider
values that extend beyond it. By defining the kinematics as the
rate of strain ‖S‖ and rotation ‖V‖ tensor norms, the flow
regime within which most flashes initiated, and how the corre-
sponding electrostatics changed in relation to the dominant
flow regime and flow magnitude, could be identified.

The distribution of electrostatic values for all flashes were
assessed in a log-scaled ‖S‖ and ‖V‖ parameter space. The

magnitudes of ‖S‖ and ‖V‖ were binned into 50 values along
each parameter space axis, ranging from 1023 to 100 s21

(Fig. 5). The average of each electrostatic term was then com-
puted within each bin to diagnose how their changes, in rela-
tion to where flashes were initiated, coincided with changes in
the magnitudes of strain and rotation flow, and in what flow
regime these electrostatics resided. In addition, the total flash
initiation counts were used to identify the most common flow
regime in which most flashes initiated. The parameter space
was divided into three regimes, a strain and rotation dominant
regime identified by the ratios of ‖V‖/‖S‖ of,0.99 and.1.01,
respectively; and one that reflects their equivalency along a
1:1 line where their ratio was between values of 0.99 and 1.01.
These ratios define the kinematic vorticity number, which is
used to identify vortex structures in synoptic (Schielicke et al.
2016) and mesoscale (Dahl 2020) storm systems.

b. Flow structure analysis—Flow composites

Flow composites expand upon the initiation kinematics
analysis, however, electrostatic terms are no longer consid-
ered here as its sole purpose is to only identify kinematic
structures. By examining the kinematics surrounding a flash
initiation, a more complete depiction of what the flow looked
like could be identified, and what components of the flow typ-
ically produced any and all flow structures could be extracted
using the velocity gradient tensor.

The flow structures were identified by generating flow com-
posites, as discussed in section 3c (Fig. 3c). The composites
were made along the x–z, y–z, and x–y planes to get a 3D
sense of what the flow looked like along each direction of the
initiation volume. Furthermore, we average across all flashes
analyzed to identify if a common flow structure is shared
across an entire flash population. The flow within the flash-
averaged initiation volumes were then examined in terms of
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FIG. 4. Time-lag schematic for pre- and post-output time subset
retrievals. Red boxes reference a subset falling within 60 s after or
before a pre- and post-output environments, respectively; black
dots indicate hypothetical initiations; and the x axis depicts time.

TABLE 3. Summary of pre- and post-output flash counts.

No. of flashes WK82 SL16 RP15

Pre-output total 477 501 224
Post-output total 477 558 224
Pre-output |Dt| , 60 s 318 242 65
Post-output |Dt| , 60 s 327 354 63

log(||S||) 

log(|| ||) 
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FIG. 5. Illustration of the initiation kinematics analysis parameter
space for individual flash initiation locations. The x and y axes are
defined by the log-scaled rate of strain and rotation tensor norms
binned in increments of 50 from 1023 to 100 s21, each grid box rep-
resents where the average of an electrostatic field is computed, and
the color-filled regions signify the three flow regimes: red and blue
are for strain- and rotation-dominant flow, and yellow is where their
magnitudes are nearly equal as computed by ‖V‖ = ‖S‖ = 16 0.01.
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the components of shearing, vorticity, divergence, and stretch-
ing components, and the individual components of the veloc-
ity gradient, to identify the dominant kinematic component
that formed the main flow patterns in a flow structure. Fur-
thermore, composites of ‖S‖ 2 ‖V‖ were computed to spa-
tially identify where strain and rotation flows dominated
surrounding the average initiated flash, and where a differ-
ence of 0 typically fell within the flow structures.

5. Results: Initiation kinematics and electrostatics

a. All flashes

Electrostatic terms rt, Ebg, and fbg sampled at each initi-
ated flash location were found to vary with respect to ‖S‖
and ‖V‖. Figure 6 shows where the largest and smallest
values resided relative to large and small kinematic

magnitudes for RP15 (Figs. 6a–d), SL16 (Figs. 6e–h), and
WK82 (Figs. 6i–l). In addition, values of the electrostatic terms
were subdivided into separate distributions in order identify
within what flow regime they resided. These flow regimes were
defined by ‖S‖ or ‖V‖ dominant flow, or where ‖S‖ ≈ ‖V‖
(inset boxes Fig. 6).

The net charge tendency rt (Figs. 6a,e,i), electric field Ebg

(Figs. 6b,f,j), and potential fbg (Figs. 6c,g,k) showed a few
consistent patterns in the kinematic parameter space, which
demonstrated that changes in their magnitudes either
increased or decreased with increasing or decreasing ‖S‖ and
‖V‖. For all cases, rt and Ebg either increased or decreased in
magnitude with increasing ‖S‖ and ‖V‖, where the lowest
magnitudes were generally found where ‖S‖ ≈ ‖V‖. The larg-
est values were found in either ‖S‖ or ‖V‖ dominant regions
of the parameter space. However, fbg was more variable for
all cases (Figs. 6c,g,k). The largest values of fbg were sampled

FIG. 6. Kinematic ‖S‖ and ‖V‖ parameter space for all analyzed flashes for (a)–(d) RP15, (e)–(h) SL16, and (i)–(l) WK82. Colored fields
represent the (a),(e),(i) net charge tendency rt (nC m23 min21); (b),(f),(j) electric field Ebg (kV m21); (c),(g),(k) electric potential fbg

(MV); and (d),(h),(l) flash counts per pixel. Inset boxes depict the distribution of electrostatic fields in regions of the parameter space dom-
inated by ‖S‖, ‖V‖, or where they are approximately equal, the diagonal line shows where both tensors are equal in magnitude, and the
black and cyan circles illustrate the median ‖S‖, ‖V‖ for all flashes in the parameter space.
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in various parts of the kinematic parameter space, and
showed that large and small values resided in either large and
small magnitudes of ‖S‖ or ‖V‖, or where they were nearly
equal (i.e., along the 1:1 line in the parameter space in Figs.
6c,g,k).

Distributions of the electrostatic terms further revealed
that the largest magnitudes of rt and Ebg for all cases resided
in flow regimes dominated by ‖S‖ and ‖V‖ (inset boxes Figs.
6a,b,e,f,i,j). The lowest rt and Ebg resided mostly where ‖S‖ ≈
‖V‖ as also shown by their distributions in the kinematic
parameter space. However, fbg was similarly distributed
across all flow regimes (Figs. 6c,g,k). The similar distributions
of fbg in each flow regime showed that regardless of what
type of kinematic field it was sampled in, its magnitude was
nearly the same (inset boxes Figs. 6c–k).

The initiation counts in the parameter space were similar for
all cases (Figs. 6d,h,l). The largest counts (orange-yellow colors)
fell near or along the one-to-one line, which denotes where

‖S‖ ≈ ‖V‖, and coincided with the median values of ‖S‖ and
‖V‖ for each case’s flash distribution. For RP15, the initiations
tended to be most frequently sampled where both ‖S‖ and ‖V‖
had median values of 1021.75 s21, for SL16 where both ‖S‖ and
‖V‖ had median values of 1021.88 and 1021.87 s21, respectively,
and for WK82 where ‖S‖ and ‖V‖ had median values of 1021.72

and 1021.70 s21, respectively (black markers Figs. 6d,h,l). This
result implies that regardless of storm mode, flashes tend to ini-
tiate most frequently in flow structures between strain and rota-
tion dominant flow regimes on the edges of the thermal
updrafts (see Fig. 1).

b. Pre-output flashes

The electrostatic and kinematic terms compared for all
flashes were examined for the pre-output subsets (Fig. 7).
Because fewer flashes were considered in these subsets,
changes in the electrostatic and kinematic magnitudes in the

FIG. 7. Kinematic ‖S‖ and ‖V‖ parameter space for pre-output flashes for (a)–(d) RP15, (e)–(h) SL16, and (i)–(l) WK82. Colored fields
represent the (a),(e),(i) net charge tendency rt (nC m23 min21); (b),(f),(j) electric field Ebg (kV m21); (c),(g),(k) electric potential fbg

(MV); and (d),(h),(l) flash counts per pixel. Inset boxes depict the distribution of electrostatic fields in regions of the parameter space dom-
inated by ‖S‖, ‖V‖, or where they are approximately equal, the diagonal line shows where both tensors are equal in magnitude, and the
black and cyan circles illustrate the median ‖S‖, ‖V‖ for all flashes in the parameter space.
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parameter space are less distinct, but remained similar to
those found using all flashes.

Values of rt (Figs. 7a,e,i), Ebg (Figs. 7b,f,j), and fbg (Figs.
7c,g,k) showed no consistent pattern increase or decrease
with ‖S‖ or ‖V‖. Most values of rt and Ebg were relatively
lower in magnitude than the less frequently sampled larger
values that were found to reside in various flow regimes and
flow magnitudes. Sampled values of fbg, however, were
much larger throughout the parameter space, existing in
large and small magnitudes of ‖S‖ or ‖V‖, and where they
were equal (i.e., along the 1:1 line in the parameter space in
Figs. 7c,g,k).

Distributions of rt and Ebg showed that the largest magni-
tudes were either in flow regimes dominated by ‖S‖ or ‖V‖,
with the lowest values where ‖S‖ ≈ ‖V‖ (inset boxes Figs.
7a,b,e,f,i,j). However, fbg was found to be similarly distrib-
uted within all flow regimes, varying less across each than for
rt and Ebg suggesting that regardless of in which flow regime

initiations were sampled in, the magnitude of fbg was always
similar.

The total initiation counts for all cases revealed that most
flashes were initiated where ‖S‖ ≈ ‖V‖, decreasing in fre-
quency in either ‖S‖ or ‖V‖ dominant flow (Figs. 7d,h,l). The
largest initiation counts (orange–yellow colors)coincided with
median values of ‖S‖ and ‖V‖ flow, where for RP15 the median
values were ‖S‖ = 1021.69 and ‖V‖ = 1021.72 s21, for SL16 ‖S‖ =
1021.92 and ‖V‖ = 1021.92 s21, and for WK82 ‖S‖ = 1021.71 and
‖V‖ = 1021.75 s21.

c. Post-output flashes

The post-output initiation kinematics and electrostatics are
shown in Fig. 8. As shown for the pre-output flashes, for all
cases rt and Ebg were found to be largest most frequently
within ‖S‖ and ‖V‖ dominant flow, and varied through large
and small magnitudes of ‖S‖ or ‖V‖ (Figs. 8a,b,e,f,i,j). How-
ever, fbg varied similarly values of fbg were consistent in

FIG. 8. Kinematic ‖S‖ and ‖V‖ parameter space for post-output flashes for (a)–(d) RP15, (e)–(h) SL16, and (i)–(l) WK82. Colored fields
represent the (a),(e),(i) net charge tendency rt (nC m23 min21); (b),(f),(j) electric field Ebg (kV m21); (c),(g),(k) electric potential fbg

(MV), and (d),(h),(l) flash counts per pixel. Inset boxes depict the distribution of electrostatic fields in regions of the parameter space dom-
inated by ‖S‖, ‖V‖, or where they are approximately equal, the diagonal line shows where both tensors are equal in magnitude, and the
black and cyan circles illustrate the median ‖S‖, ‖V‖ for all flashes in the parameter space.
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magnitude in that values sampled at each initiation location
varied by less than an order of magnitude.

Distributions of rt and Ebg showed that their largest values
were sampled in either ‖S‖ or ‖V‖ flow regimes. This was
shown by both the larger spread in their distributions, or by
their larger populations of outliers extending into larger mag-
nitudes (inset boxes Figs. 8a,b,e,f,i,j). fbg varied similarly to rt
and Ebg in the parameter space and showed the largest magni-
tudes were within flow regimes dominated by ‖S‖ or ‖V‖ (e.g.,
Figs. 8c,k), or were the same across all three (e.g., Fig. 8g).
Regardless of these changes, however, differences in fbg were
within a single order of magnitude across all flow regimes,
unlike those of Ebg, which varied more. As found for the pre-
output subsets, and for all flashes, this result demonstrates that
regardless of within what flow regime an initiation was reported
in, and in what magnitude of ‖S‖ and ‖V‖ it was found, sampled
values of fbg changed little with the flow.

Total initiation counts were the largest where ‖S‖ ≈ ‖V‖ for
all cases, indicating that most flashes tended to initiate some-
where between strain and rotation dominant flow kinematic
structures (Figs. 8d–l). However, an exception is noted for
RP15, in that an additional maximum was in strain dominant
flow. The largest counts of initiations (orange and yellow colors)
coincided with the median values of ‖S‖ and ‖V‖ magnitudes
that were nearly equivalent: 1021.69 and 1021.74 s21 for RP15,
1021.80 and 1021.85 s21 for SL16, and 1021.79 and 1021.75 s21 for
WK82, respectively.

6. Results: Flow composites and kinematic structures

a. All flashes

Flow composites revealed the kinematic structures in which
flashes were initiated (Fig. 9). Figure 9 shows the kinematic
structures for the base-state and perturbed flow (streamlines),
and flow regime (‖S‖ 2 ‖V‖) on each plane. For all discussion
herein, we define vortical flow as the vortex flow features
shown by the velocity streamlines while rotational flow ‖V‖
implies flow dominated by the rotation component of the
velocity gradient tensor.

For all cases, the base-state flow was from 2x to 1x, and
upward from 2z to 1z through the initiation origin. How-
ever, variation in the flow existed along the y–z plane,
where for RP15 the flow was dominated by 1w with vortical
flow found along the 2y direction, for SL16 vortical flow was
found along the 1z direction, and for WK82 the flow was
from negative to positive y and z directions (Figs. 9a–e).

The perturbed flow showed different flow structures as the
average base-state flow direction was removed (Figs. 9b–f).
For all cases, a vortical flow structure was found in the x–z
plane, with strong positive vertical motion to the left of the
initiation origin, and more vortical flow to the right with
the average flash initiating where ‖S‖ ≈ ‖V‖. In the x–y plane,
the composite flow structure was also similar across all cases
with the initiation origin centered between vortical flow struc-
tures, and where ‖S‖ 2 ‖V‖ was close to a value of 0. How-
ever, along the y–z plane, the flow structures were found to
differ. For RP15, the average flash was found to initiate

between two vortical flow structures, for SL16 a single vortical
flow feature was found, and for WK82 a divergence flow
boundary was found to be centered at the initiation origin.

The velocity gradient components were then examined
within the average initiation volumes, and were used to diag-
nose the components of the kinematics, which formed the
perturbation composite flow structures in Fig. 9, and to exam-
ine if similar kinematics could be attributed to their formation
across all cases (Fig. 10). For all cases, the flow structures
were found to be formed by components of horizontal vortic-
ity and vertical shearing (Figs. 10a,d,g), with the largest con-
tributing components dominating along the x–z and y–z
planes. For RP15, vorticity made up the largest kinematic
component of the velocity gradient, and was attributed to the
formation of the single vortex structure along the x–z plane,
and the double counterrotating vortices in the y–z plane. For
SL16, the dominant components were similar, although with
the addition of strong vertical shearing as well, as shown by
the horizontal elongation of the vortex structures along each
vertical plane. For WK82, horizontal shearing contributed to
the formation of the single vortex feature along the x–z plane,
but vertical divergence dominated along the y–z direction.

Further decomposition revealed that the individual velocity
gradient components were either dominated by horizontal
shearing of w, or vertical shearing of u and y (Figs. 10b,e,h).
Therefore, the exact velocity gradients responsible for form-
ing the composite flow structures were identified and found to
be similar across all cases.

The sample distributions ‖S‖ and ‖V‖ were also similar,
such that ‖S‖ ≈ ‖V‖ on average (Fig. 10c,f,i). In comparison
to values of ‖S‖ and ‖V‖ reported in the kinematics analysis,
medians of ‖S‖ and ‖V‖ were larger than those at the exact
initiation locations, implying that flashes initiated at a local
minimum in strain and rotational flow are consistent with
their locations being where ‖S‖ ≈ ‖V‖. In addition, the
median of each distribution for all cases were offset by the
same amount by which the medians differed in the kinematics
analysis (red markers), such that ‖S‖ and ‖V‖ differed by
0.00, 0.02, and 0.03 for RP15, SL16, and WK82, respectively.
The similarity between ‖S‖ ≈ ‖V‖ distributions to the values
found at the exact initiation locations show that the average
flash tends to initiate in kinematic structures that straddle
between dominant vortex and sheared flow, as was identified
in Fig. 9. Note that more variation in ‖S‖ ≈ ‖V‖ in Fig. 9, how-
ever, can be attributed to the velocity gradient being much
weaker for RP15 and SL16 storms in comparison to WK82,
and so the initiation average tends to have less of a coherent
structure than what the streamlines depict in Fig. 9.

b. Pre-output flashes

Composites for the pre-output subsets were examined only
along vertical planes in the x and y directions to identify if
their structures resembled those of thermals. For these sub-
sets, flashes that were initiated with a Dt either,60 s or .60 s
from the model output times were looked at separately to
determine the importance of accounting for the initiation
time lag on how the flow is structured surrounding them. In
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FIG. 9. Kinematic composites for (a),(b) RP15; (c),(d) SL16; and (e),(f) WK82. Base-state flow streamlines are illus-
trated in (a),(c),(e) for reference; and perturbed flow is illustrated in (b),(d),(f). Color fill is the difference between
‖S‖ and ‖V‖ tensor norms derived from the perturbation storm velocity, where red and blue denote ‖V‖ and ‖S‖
dominant flow, respectively; and a difference of zero is signified by white.
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addition, the decomposed kinematics for these composites
(not shown) were found to be similar to those for all flashes
(Fig. 10) so we only examine the flow structures as we may
reference from our previous analysis which kinematic compo-
nents dominated their formation.

The composite flow structures in the vertical dimensions for
each case resembled those in Fig. 9 for flashes that initiated
260 s , Dt before the pre-output times (Figs. 11a,e,i,m,q,u).
For flashes that were initiated Dt , 260 s, the flow structures
were found to change slightly (Figs. 11b,f,j,n,r,v). For RP15,
counterrotating vortices were found along the y–z plane, with
a single large vortex feature in the x–z plane for all flashes in
the pre-output subsets (Figs. 11a,b,e,f). The similar flow struc-
tures found for all flashes in the pre-output subset is likely
due to a much slower ascending updraft given that it was a

much weaker storm, and so regardless of when flashes were
initiated, the kinematic structures were similar at all times.
For SL16, the flow structures along the x–z and y–z planes
were similar to those for the entire flash population. However,
changes in the flow structure in the y–z plane were shown for
flashes initiating Dt , 60 s from the output time, while those
in the x–z plane remained similar. For WK82, however,
flashes initiating 260 s , Dt from the output time had a more
consistent kinematic structure that was similar to that of
RP15, and differed from what was found for all flashes
(Figs. 11q,r,u,v). Flashes initiating Dt , 260 s from the output
time showed an entirely different flow structure in the y–z
plane. Note that these changes are due to flashes initiating in
kinematic flow fields that have not yet been realized in the
pre-output time, in other words, the output times at which the

FIG. 10. Box-and-whisker distributions for the decomposition of the perturbation velocity gradient within the initiation volume for the
average flash for (a)–(c) RP15, (d)–(f) SL16, and (g)–(i) WK82. (a),(d),(g) The velocity gradient in terms of vorticity, shearing, stretching,
and divergence; (b),(e),(h) the individual velocity gradient components; and (c),(f),(i) the rate of strain and rotation within the initiation
volumes where the red circle and square markers signify the median values found in the kinematic parameter space for each case.
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FIG. 11. Pre- and post-output initiation subset kinematic vertical x–z and y–z composites for the perturbed storm
velocities for (a)–(h) RP15, (i)–(p) SL16, and (q)–(x) WK82. (a),(e),(i),(m),(q),(u) Flashes initiating with a time lag
260 s, Dt from the pre-output time, and (b),(f),(j),(n),(r),(v) the flow composites for flashes initiating over 60 s after
for the pre-output subsets. (c),(g),(k),(o),(s),(w) Flashes initiating with a time-lag Dt , 60 s from the post-output
time, and (d),(h),(l),(p),(t),(x) the flow composites for flashes initiating over 60 s after for the post-output subsets. In
addition, the gray lines in all panels depict the 0 axes.
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kinematics were sampled poorly depict the flow structures
within which flashes with larger time lags (.60 s) were initi-
ated. Any similarities with flow structures for flashes initiating
at times 260 s , Dt from the pre-output time is due only to
the close proximity of the initiations to one another within the
output time storm environment, regardless of their exact initi-
ation times.

c. Post-output flashes

Composites for the post-output subsets were examined in
the same way as those in the pre-output subsets. Flashes were
separated depending on whether they were initiated with a
Dt, 60 s or Dt.60 s from the model-output time.

For all cases, flashes that were initiated within Dt , 60 s
of the post-output times had similar flow structures as those
for the pre-output subsets (Figs. 11c,g,k,d,s,w). Flashes that
were initiated with a 60 s , Dt, showed slight to large differ-
ences in the flow structures (Figs. 11d,h,l,p,t,x). For RP15,
nearly identical flow structures were found in both x–z and
y–z planes, while those initiating at 60 s , Dt showed subtle,
yet noticeable differences (e.g., 1900 m along the y direc-
tion and 21000 m along the z direction Fig. 11d). Similarly,
the flow structure for SL16 was consistent with that of the
pre-output subset for flashes initiating within 60 s, while
those initiating after were different than their pre-output
counterparts and whole flash populations. WK82 also
showed a consistent flow structure for flashes initiating
Dt , 60 s from the output time, while showing a departure
from any consistent flow patterns for flashes initiating
.60 s after.

7. Discussion

a. Kinematics and electrostatics

Analysis of the initiation relative kinematics and electro-
statics for all flashes and flash subsets revealed that the net
charge tendency rt and storm electric field Ebg either
increased or decreased in magnitude with increases or
decreases in magnitudes of strain and rotation flow. In other
words, gradients from large-to-small or small-to-large values
of rt and Ebg were oriented with increases in ‖S‖ and ‖V‖
magnitudes. In addition, rt and Ebg were found to be largest
in either strain or rotation dominant flow regimes, and lowest
where they were equal. These results indicate that although
the magnitude of the kinematics did not always match pattern
increases or decreases with the initiation relative electrostat-
ics, there tended to be a preference as to what flow regime the
largest values of the net charge tendency and electric fields
resided in.

Magnitudes of the electric potential were also found to vary
similarly with the kinematics as found for rt and Ebg. How-
ever, fbg was found to vary less regardless of what flow
regime a flash was initiated in, and its variation in relation to
where it was sampled at an initiation location was within an
order of magnitude. This result indicates that regardless of
where or when flashes were initiated, the storm scale potential
sampled at each initiation location was smaller (i.e., the

electrostatic energy integrated from the storm’s whole charge
structure was mostly the same from flash-to-flash and not
strongly coupled to the local kinematic variability). For this
reason, rt can be inferred to have a significant impact on the
generation of Ebg over fbg, and its gradient alone, and sug-
gests the importance of examining how rt forms in reference
to how the flow disperses charged hydrometeors, similar to
the examination of the charge tendency and kinematics in
Brothers et al. (2018).

That the largest initiation counts aligned where ‖S‖ ≈ ‖V‖,
also suggests where most flashes tend to initiate within a
storm. Because the medians of ‖S‖ and ‖V‖ were nearly
equal, the individual flash initiation locations can be argued to
be embedded in an interstitial flow regime between large scale
rotation and strained dominant flow structures. The hypothe-
sis of the present study is that most lightning flashes initiate
between, or near, large overturning eddies generated along
the periphery of strong strained vertical motion that is the
convective updraft, and within such eddies, a wide zone of
strain-rotation balance is expected as in an idealized thermal
(Fig. 1).

The results of the initiation locations were also compared
to randomly selected locations within the WK82 storm (not
shown). The largest counts of these random locations also
aligned within flow where ‖S‖ ≈ ‖V‖; however, the median
magnitudes were much smaller (e.g., 1022.16 and 1022.18 for
‖S‖ and ‖V‖, respectively), and the largest magnitudes of the
randomly sampled locations were nearly equal to the medians
at the individual initiation locations (Fig. 6). This result fur-
ther suggests that where flashes were initiated resided within
much stronger strain and rotational flow, which facilitated the
charging and electric field generation needed to initiate them.
The flow composites expanded upon the findings of this analy-
sis to examine the average flow in which flashes were initiated,
and if the kinematics were consistent across all cases.

b. Flow structures

Lightning flashes were found to be initiated within similar
composite flow structures across all cases, especially once
the initiation time lag was carefully considered. In the verti-
cal planes of the flow composites, vortical flow structures
tended to dominate, and were found to form adjacent to
strong upward vertical motion. Furthermore, the average
flash was also found to initiate in a flow regime where ‖S‖ ≈
‖V‖, as shown by their difference being close to 0. The verti-
cal composites are of most importance in this study as we
desired to compare them to those of thermal bubbles, and
found that RP15 had the best match as to what a thermal is
typically depicted as. The average initiation along the y–z
plane for RP15 occurred near a region of vertical strained
motion surrounded by counterrotating vortices on either
side, similar to structure of toroidal circulations found on
either side of a thermal core (Morrison and Peters 2018;
Peters et al. 2019).

The pre- and post-output flashes were then considered to
check for the consistency of these flow structures given that
the initiation time lag affects the accuracy of the sampled

J OURNAL OF THE ATMOS PHER I C S C I ENCE S VOLUME 79526

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 05/10/22 08:06 PM UTC



kinematics they depict. In each subset, flashes initiating within
a minute of either output time designation were nearly identi-
cal, and tended to match the structure of the flow identified
using all flashes, with the exception of WK82. We argue here
that the flow structures computed for the flash subsets for
WK82 were better representative of the actual flow structures
within which they were initiated, and thus the use of all flashes
for WK82 led to some erroneous depictions of the flow pat-
terns in which they were embedded due to the initiation time
lag, whereas those initiating closest to the model output times
showed a similar flow structure as that of RP15.

Our results here show that regardless of storm mode, or
intensity, the average lightning flash tends to initiate in similar
kinematic environments that are formed by nearly the same
kinematic components as diagnosed by the velocity gradient,
and are defined by horizontal vorticity and vertical shearing.
The components of the velocity gradient responsible for form-
ing these flow structures (horizontal gradients of vertical
velocity and vertical gradients of horizontal velocity compo-
nents) were found to between a factor of 1.6–15 times larger
than all other velocity gradient components thus confirming
the dominance of the composite vortical flow structures. That
all cases shared similar kinematic structures and dominant
components is not simply coincidence, but reveals that the
local accumulation of charge and the resulting breakdown
electric fields are favored in these kinematic regions, and so
subsequent studies should pay close attention to these region
in particular to conduct further analyses of how hydrometeors
and charge are accumulated to support initiating lightning, in
the vicinity of eddies, including thermal bubbles.

c. Differences in kinematics: Flash-initiating versus non-
flash-initiating environments

The magnitudes of the velocity gradient components, and
strain and rotation tensor norms, where lightning was initiated
were compared to locations where their initiations were not
favored. In doing so, it was possible to quantify the signifi-
cance of how the magnitudes of the kinematic terms (i.e., the
individual velocity gradient components and strain and rotation
tensor norms) are always larger where the storm electrostatics

favored the initiation of lightning in comparison to elsewhere in
the storm.

A t test was conducted to test whether magnitudes of the
velocity gradient are always larger where flashes are initiated.
The t test was chosen as the velocity gradient components
with the largest magnitudes, and the magnitudes of the domi-
nant shearing and vorticity components, were normally dis-
tributed (not shown). Locations where flashes were not
initiated were randomly chosen within each storm throughout
their entire durations. A total of 300 random samples were
chosen for each time step for each storm to generate large
sample populations. A total of 4500, 9700, and 5700 random
samples were used for WK82, SL16, and RP15, respectively.
Composites volumes, similar to the composite initiation vol-
umes, for the kinematics at these random locations were then
generated and used to directly compare the same kinematic
components to those at the initiation locations. Table 4 sum-
marizes the results of this analysis.

The t test confirmed that at locations where lightning is ini-
tiated the magnitudes of the kinematic components, namely
the rate of strain and rotation tensor norms, are always signifi-
cantly larger than where the electrostatic conditions to initiate
lightning are not met. This is shown by values of t, or the t sta-
tistic, much greater than a value of 0 (e.g., 907 . t . 46), and
p values that were 0 (where the p value significance is deter-
mined by values , 0.05, or the 95th percentile of the
distributions).

d. Differences in the flow structure appearance

The flow composites show that differences in the vertical
flow structures exist from case-to-case (Fig. 11). These differ-
ences may be attributed to a variation in the vertical wind
shear structure for each case, which determines the tilting of
their updrafts and deforms the large eddy structures along
their peripheries (Peters et al. 2019).

For SL16, the base-state kinematics surrounding the aver-
age initiated flash were dominated by vertical shearing com-
ponents of uz and yz (Fig. 9c). The dominance of these
shearing components acted to tilt the updraft (not shown) and
in turn the local fluid motion. As a result, the eddies

TABLE 4. The t test for composite =v components at initiation and random locations for WK82 (n = 4500), SL16 (n = 9600), and
RP15 (n = 5700).

=v

WK82 SL16 RP15

t p value t p value t p value

ux 36.59 3.14 3 102286 5.30 1.12 3 1027 36.59 3.14 3 102286

uy 32.44 1.56 3 102226 1.83 0.06 32.44 1.56 3 102226

uz 1.42 0.15 4.56 5.04 3 106 1.42 0.15
yx 51.52 0.00 2.78 0.005 51.52 0.00
yy 32.17 7.14 3 102223 5.24 1.55 3 1027 32.17 7.14 3 102223

yz 18.15 3.28 3 10273 4.44 8.66 3 1026 18.15 3.28 3 10273

wx 54.21 0.00 4.78 1.72 3 106 54.21 0.00
wy 41.46 0.00 3.77 0.00 41.46 0.00
wz 31.01 1.76 3 102207 5.92 3.32 3 1029 31.01 1.76 3 102207

S 885.29 0.00 46.15 0.00 631.03 0.00
V 907.66 0.00 245.313 0.00 681.01 0.00
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generated along its periphery, as depicted by the vortical flow
structures, appeared to be tilted and elongated (Fig. 9d) simi-
lar to those shown in (Peters et al. 2019) in environments with
strong vertical wind shear. For WK82, strong vertical shearing
was also present around the average initiated flash, which
enabled the tilting of the updraft similar to SL16 (not shown).
However, similar elongation of the vortical flow structures
was not shown even though the 0–6-km bulk vertical wind
shear was stronger (Fig. 9f). This difference between WK82
and SL16 vertical flow structures was attributed to the updraft
of WK82 being less tilted due to components of the vertical uz
and horizontal wx shearing dominating the flow environment
of the storm (i.e., wx counters the elongation of the vortical
flow structures in the horizontal and so they appear less
deformed, Fig. 9d,f). For RP15, the updraft was much weaker
than for the two supercell storms, as was its 0–6-km bulk verti-
cal wind shear. As a result, the base state flow, and local kine-
matics, were shaped by dominant horizontal gradients of the
vertical velocity component wx and wy, which resulted in for-
mation of the symmetrically shaped vortical flow structures in
the initiation composites similar to those computed in envi-
ronments with no vertical wind shear in Peters et al. (2019)
(Fig. 9b).

The differences in each storm’s composite vertical flow
structures are therefore considered to be a result of the struc-
ture of the updraft and the vertical shearing in the storm envi-
ronment by which its shape is determined, as demonstrated
by Peters et al. (2019). Differences in the flow structures
within which the average flash is initiated should therefore
vary from case-to-case, and storm mode, as a result of the
dominant vertical wind shear direction and magnitude. Future
work is recommend to examine these differences and their
potential influence on how they impact the changes in a
storm’s electrification rate and rate of flash production that
are known to vary by storm mode and intensity.

8. Summary and conclusions

Simulated lightning flashes embedded within large-eddy-
resolving thunderstorm simulations were used in this study to
examine the kinematic structures within which they are initi-
ated, and how they corresponded to changes in the net charge
tendency, electric field, and potential at their locations.
Results of past work have shown that flashes are frequently
initiated near the updraft (DiGangi et al. 2016), and the rate
of flash production tends to follow increases in updraft veloc-
ity and volume through a storm’s life cycle (Wiens et al. 2005;
Deierling and Petersen 2008; Mecikalski et al. 2015). The
results of this study now show that regions where flashes are
initiated tend to be between or near large eddy structures
and upward vertical ascent consistent with an updraft.
These kinematic flow structures were found to be similar
for two storm modes and two supercell storms of different
convective strengths, and so we can infer that they illustrate
a universal dynamical environment in which flashes are typ-
ically initiated.

Furthermore, that the electrostatics at locations where
lightning was frequently initiated was a result of them being
largely consumed after each time step when all flashes have
terminated. These locations coincided with where strain and
rotational flow were equal in magnitude, and suggest that
where the electric field and charge is largely used up is near
the convective updraft plume and between strain and rotation
dominant flow structures where flashes are frequently initi-
ated. The charge and electric fields in this flow regime are
likely recovered quickly between flashes by how the kinemat-
ics locally organize charged hydrometeors; however, the
model output depicts an environment immediately after the
final flash in an output time step, and so these fields are shown
to be small as a result of charge redistribution after a flash ter-
minates (Mansell et al. 2002). Therefore, these lower magni-
tudes provide a footprint as to where flashes frequently
initiated along a rising updraft in a thunderstorm.

The present study concludes that flashes are frequently ini-
tiated in similar flow structures within a storm that resemble
those of a thermal bubble–like large eddies whose structures
are defined by vertical straining motions that generate toroi-
dal circulations along their periphery. That these flow struc-
ture were identified to surround the average initiated
lightning flash implies that the fluid dynamics are in some way
responsible for locally distributing and organizing charge into
compact regions that support the generation of breakdown
electric fields. A subsequent study will expand on the work
herein, and will further explore how the electrostatics and
precipitation microphysics at flash initiation, and within the
initiation volumes, are related to the kinematics identified in
this work. In addition, we recommend future work to examine
this problem from a perspective that is focused on the updraft
itself. Using the kinematics and kinematic structures identi-
fied in this study, it should possible to examine how the fluid
dynamics of a storm impacts the local organization of charged
hydrometeors to generate the electric fields that are needed
to initiate lightning.
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